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This review is concerned with the process of liquid-phase separation in glass-forming 
systems. In the first part a general account of phase equilibria is presented together with a 
discussion of the thermodynamic behaviour of systems exhibiting l iquid- l iquid immis- 
cibil ity. The estimation of free energies from phase-boundary data and the location of the 
spinodal boundary are briefly considered. The origin of immiscibil i ty in silicate solutions 
is discussed from a thermodynamic approach. The importance of association, particularly 
in silicate systems, is stressed. In the second part of the review, an outline of the theories 
of homogeneous nucleation and spinodal decomposition is given and a review of recent 
theoretical developments. The intersecting growth model is discussed and also the later- 
stage coarsening of both droplet and interconnected structures. The theories are com- 
pared with experimental results (including electron microscope and small-angle X-ray 
scattering data) for various systems. The effects of phase separation on crystal lization 
processes in glasses and on the physical and chemical properties of glasses are outlined. 
Although the results considered are for oxide systems where sufficient data are available, 
much of the discussion is applicable to glass-forming systems in general. 

1. I n t r o d u c t i o n  
A wide variety of binary or multicomponen~ 
systems, both organic and inorganic, exhibit 
liquid-liquid immiscibility and tend to separate 
into two or more liquid phases over a well defined 
range of composition and temperature. The 
phenomenon has been known for many years in 
glass-forming oxide systems, particularly those 
based on silica and boric oxide. A classic study of  
immiscibility in silicate systems, including the 
binary silica-alkaline earth systems was made by 
Greig [1] in 1927. Much of  the early work was 
concerned with stable immiscibility in which 
liquid separation occurs at temperatures above the 
liquidus. Glasses formed by cooling such melts 
have either a layered structure or a strongly 
opalescent appearance. A region of stable im- 
miscibility in a system can, therefore, limit the 
useful region Of glass formation [2]. In recent 
years detailed attention has been also given to 
metastable or sub-liquidus immiscibility, particu- 
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larly with the widespread use of the electron 
microscope. Here it is often possible to cool the 
glass-forming liquid through the region of  meta- 
stable immiscibility without visually detectable 
opalescence~ since we are dealing with high viscos- 
ities and diffusion rates are slow, to below the 
glass transformation temperature range. A very 
fine-scale microphase separation can thus be 
"frozen in" comprising droplets of one glass 
distributed within another~ which may only be 
observed by electron microscopy. In certain cases 
separation is not even detectable in the electron 
microscope but can be observed after further heat- 
treatment above the transformation range but 
below the immiscibility boundary. 

Interest in metastable immiscibility has been 
stimulated by the discovery and development of  
glass-ceramics, materials made by the controlled 
crystallization of  glasses [3, 4] .  Thus it has been 
found that liquid separation is often the precursor 
to crystal nucleation and growth in certain glass- 
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ceramic compositions and can profoundly 
influence the crystallization path of a system on 
the phase diagram [5]. Of more direct importance, 
metastable immiscibility has been known for many 
years to occur in the Na20-B203-SiO2 system 
and is basic to the manufacture of "Vycor" type 
glasses. In this process one of the separated phases 
is leached out by acid treatment leaving a porous 
silica skeleton which may be compacted by sinter- 
ing to produce a high silica glass. 

The purpose of this review is to give an account 
of the mechanism of liquid separation in glass- 
forming melts. The main emphasis will be on the 
kinetics of separation, but it will also be necessary 
to discuss the thermodynamics of liquid-liquid 
immiscibility: which has an important bearing on 
the mechanism of separation. Most of the experi- 
mental results discussed will be from silicate and 
borate systems, which due to their technological 
importance, have been the most extensively 
studied. The information on immiscibility in glass- 
forming systems is extensive and it will not be 
possible to discuss each individual system. Also no 
attempt will be made to describe the experimental 
techniques in detail. Levin [5] has given a compil- 
ation of immiscibility data in oxide systems, and 
has reviewed possible structural interpretations of 
immiscibility data based on crystal chemical con- 
siderations - the reader is referred to the articles 
by Levin [5] and Galakhov and Varshal [6] for 
detailed discussion. Other useful general references 
on glass-forming systems and phase separation are 
Rawson [2], Cahn and Charles [7] Porai-Koshits 
[8] and Seward [9]. 

2. Thermodynamic aspects of liquid-liquid 
immiscibility 

We begin with a brief account of phase equilibria 
in liquid-separating systems. This will form a basis 
for the later discussion of kinetics. The object is 
also to describe the information which can be 
obtained from phase diagrams and thermodynamic 
data. A brief review is included of present ideas on 
the origin of immiscibility in silicate systems. 

2.1. Phase diagrams and free ene rgy -  
composi t ion relat ions 

Schematic binary phase diagrams with two-liquid 
immiscibility regions are shown in Fig. 1. Fig. la 
illustrates both stable and metastable immisci- 
bility. Here the liquidus exhibits a horizontal 
portion corresponding to the monotectic tempera- 

(a) 

D 

liquid L 

/ /  metastable '~ 
I s two liquids ~ 

t 

' c~+~ ' 

A composition 

(b) 

liquid L 

at? v / tos'oble 
6! i I  ," two liquids '~/,! 

A composition B 

F i g u r e  ] Schematic binary phase diagrams showing (a) 
both stable and metastable two-liquid immiscibil i ty and 
(b) entirely sub-liquidus metastable immiscibility. 

ture, which divides the region of stable unmixing 
from the region of metastable unmixing where the 
equilibrium phases are crystalline. Examples of 
systems showing this behaviour are MgO-SiO2, 
C a O - S i Q  and PbO-B203. An entirely sub- 
liquidus immiscibility region is illustrated in Fig. 
lb. Similar behaviour is found in such systems as 
BaO-,  L i 2 0 -  and Na20-SiO2, and the binary 
alkali borates. Here a flattening of the liquidus or 
pronounced "S" shape is often an indication of 
the presence of metastable immiscibility. 

Schematic Gibbs free energy versus com- 
position curves for a binary system A - B  above 
and below the upper consolute temperature Te of 
an immiscibility dome are shown in Fig. 2. The 
presence of crystalline phases is ignored since we 
are concerned here with either stable or metastable 
liquid-liquid equilibria. At temperature T2 initial 
compositions between a and b will separate into 
two liquids with compositions given by the 
common tangent construction. The equilibrium 
condition is that the chemical potential of com- 
ponent A is equal in the two phases, and similarly 
for component B. The variation of the equilibrium 
compositions with temperature determines the 
binodal or equilibrium curve. The loci of the 
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Figure 2 (a) Schematic two-liquid immiscibility region 
showing binodal and spinodal. (b) Corresponding free 
energy curves versus composition x (mole fraction of 
component B) for temperatures T 1 and T 2. 

points of inflexion in the free energy curves, where 
O22XG/~x 2= O, give the spinodal boundary. The 
importance of the spinodal in relation to the 
mechanism of phase separation will be considered 
later. 

The general features of liquid-liquid immis- 
cibility can be discussed qualitatively in terms of a 
simple statistical model in which atoms A and B 
are randomly mixed on a regular lattice [10]. In 
this model, which is only a crude approximation 
to a liquid solution, the free energy of mixing may 
be expressed as 

2xG = AH-- TAS 

= ~x(1 --x) +RT[xlnx + (1 - -x ) ln (1  - -x ) ] ,  

(1) 

where x is the mole fractionof B and a is given by 

O~ = N Z [ E A B  - -  I ( E A A  Jr- EBB)]  (2)  
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where EAA , EBB and s are the energies of the 
various bonds between atoms, Z is the number of 
nearest neighbours surrounding each atom and N is 
Avogadro's number. 

This is essentially the regular solution model, 
originally introduced by Hildebrand [11], in 
which the entropy of mixing AS is that of an ideal 
solution. It is easily shown that c~ is related to the 
upper consolute temperature by a = 2RTe. For 
immiscibility to occur c~ (and hence 2d/) must be 
positive. The free energy curves are symmetrical 
about x = 0.5 and are similar to those in Fig. 2. 
The binodal and spinodal curves [12] are also 
symmetrical about x = 0.5. 

This model is useful in discussing some metallic 
systems [13] but in the above form has limited 
value when applied to silicate and other oxide 
melts, which are more complex than a simple 
random mixture of atoms. Moreover, the observed 
immiscibility domes in these systems are often far 
from symmetrical (Fig. 3). For example, in the 
binary lithia- and soda-silica systems the critical 
composition occurs at a mole fraction of alkali 
oxide of about 0.1 rather than 0.5. The non- 
regular mixing is also confirmed by available 
thermodynamic data. Charles [14] has estimated 
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Figure 3 Sub-liquidus immiscibility regions in soda-silica 
and lithia-silica systems, based on published data [15 -  
t8]. 

activities, and hence free energies of mixing, in the 
L i20- ,  N a 2 0 -  and K20-S i02  systems using 
published liquidus, volatility and cell potential 
data. The AG curves are highly asymmetrical when 
plotted against the mole fraction of alkali oxide. 
The general behaviour is illustrated schematically 
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Figure 4 Schematic free energy versus composi t ion curve 
to illustrate real (non-regular) behaviour in a binary 
silicate system. 

in Fig. 4. Again the common tangent may be 
drawn which touches the curve at two points 
corresponding to the equilibrium compositions of 
the separating phases. 

Owing mainly to the considerable experimental 
difficulties involved, there is a general lack of 
accurate activity and free energy data in glass 
forming oxide systems, Such data are required for 
a detailed quantitative test of theories of liquid 
separation kinetics - it enables the thermo- 
dynamic driving force to be calculated and the 
position of the spinodal curve to be located. A 
method of obtaining free energy data if no direct 
measurements are available is to use an empirical 
solution model or free energy expression and 
obtain a fit to the experimental binodal curve. 

Hammel [18] and Burnett [19] have applied 
this method to silicate systems. Burnett [19] 
employed a sub-regular solution model, the 
properties of which have been discussed by Hardy 
[20]. The free energy is as in equation 1 except 
that the enthalpy is now represented by 

A H  = (A1 4-A2x)x(I - x ) ,  ( 3 )  

where A1 and Az are adjustable parameters which 
are determined from the phase-boundary data. 
Burnett found that this model provides a simple 
and useful means of estimating the position of the 
spinodal curve, which may be derived using the 
condition that O2AG/Ox2=O. Hammel [18] has 
used another two parameter model~ the Lumsden 
model [21] to estimate approximate free energies 
in the soda-lime silica system for his kinetic 
studies of liquid separation. 

A logical extension of the sub-regular model is 
to expand AH, or more generally the excess free 

energy over ideal behaviour, as a polynomial in x 
incorporating a series of adjustable parameters. In 
principle this would seem to be a powerful method 
of obtaining free energy data from miscibility gap 
data. 

Van der Toorn and Tiedema [22] have pro- 
posed such a multi-parameter model. However~ in 
practice it has been found that considerable errors 
may be incurred in the application of the Van der 
Toorn and Tiedema model to the estimation of 
free energy curves [23]. An attempt [19] to apply 
the same method to phase-boundary data in 
silicate systems using a computer was unsuccessful 
due to the extreme sensitivity of the model to 
small shifts in the phase boundary. 

Cook and Hilliard [24] describe a simple 
method of estimating the spinodal which may be 
preferable even when thermodynamic data are 
available. If x, x s and xe are the equilibrium, 
spinodal and critical compositions respectively 
then it can be shown, using a Taylor expansion of 
the free energy in T and x about the critical point 
that 

Xs xe = (X -- Xo)/~/3 (4) 

This equation is exact for the limit T-+ Te and is a 
good approximation down to T/Tc ~ 0.9. For an 
asymmetric miscibility gap the two sides of the 
gap are treated separately in the calculation. 

It can also be shown using a Taylor expansion 
[19] that near the critical point 

[x - -  xel o: I T - - T e l { .  (5) 

This relation is confirmed experimentally in a 
number of binary silicate systems [ 19, 25]. 

2.2. The origins of immiscibility 
Various attempts have been made to explain the 
extent of the immiscibility region in silicate and 
borate systems in terms of the co-ordination of 
oxygen ions around metal cations and the strength 
of the ionic bonds between the cations and their 
oxygen neighbours [ 2 6 - 2 8 ] .  As Rawson [29] 
has pointed out in most of these discussions there 
is no explicit recognition that immiscibility is 
essentially a thermodynamic phenomenon. 

Recently Charles [30] has given a useful 
thermodynamic analysis of the origin of immis- 
cibility in silicate solutions by considering both 
the entropy and enthalpy contributions to the free 
energy. Charles shows that a more realistic esti- 
mate of the entropy of mixing than the assump- 
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tion of ideal mixing of SiO2 and metal oxide may 
be obtained by considering a statistical model 
involving the interchange of bridging and non- 
bridging oxygen ions over the available sites. Here 
"bridging" oxygens refer to those linked to two 
silicons and "non-bridging" oxygens refer to those 
linked directly to only one silicon. It is assumed 
also that the non-bridging oxygen ions occur in 
pairs. The entropy of mixing per mole of solution 
AS is then given by 

2x_SSR = x in + (2 -- 3x)In ~ 2_~x ), 

(6) 

where x is the mole fraction of M20 or MO. 
The presence of free oxygen ions 02- ,  which 

reach an appreciable concentration for higher mole 
fractions of metal oxide can also be taken into 
account but the above expression appears to be a 
good approximation up to x = 0.5. 

According to Charles, the heat of  mixing may 
be considered in two parts; an exothermic contri- 
bution resulting from the conversion of bridging 
Si -O bonds to non-bridging Si -O bonds, and an 
endothermic contribution arising from the 
difference in coulombic interaction energy 
between metal cations and free oxygen ions in the 
pure metal oxide and the coulombic interaction 
energy between metal cations and nombridging 
oxygen ions in the melt. 

For the binary transition metal oxide systems 
MnO-  and FeO-SiO2, Charles shows, from an 
analysis of available thermodynamic data, that the 
enthalpy of formation of the solution is positive 
(endothermic) over most of the composition 
range, which may be attributed to the fact that the 
endothermic contribution mentioned above out- 
weighs the exothermic contribution. This agrees 
with a description of the origin of immiscibility in 
these systems given by Richardson [31] - t h e  
competition between the entropy term and the 
endothermic enthalpy term leads at some tempera- 
ture to immiscibility - i.e. a reduction in the total 
free energy by separation into two phases. This 
picture is also qualitatively similar to the simple 
description of immiscibility given by the regular 
solution model - in which the parameter a is 
positive (positive AH). 

However~ Charles shows that this explanation 
of immiscibility does not hold in the alkali and 
alkaline earth silica systems. Experimentally the 

heat of mixing of silica rich solutions of these 
systems are exothermic and not endothermic as in 
MnO-  and F e O - S i Q ,  probably because the exo- 
thermic contribution due to the conversion of 
bridging to non-bridging Si-O bonds now pre- 
dominates over the endothermic contribution 
mentioned earlier. On the other hand, for the silica 
rich regions of these systems the partial molar heat 
of solution of silica, 2J/si % , is positive, whilst that 
of the metal oxide, 2ff/Mo, is negative (the total 
heat of mixing 2ff/=x&/-/MO +(1--x)ZXHsio2 
and also ZX/-/si % = zX//--xO&[-I/Ox). 

It is this positive zSHsi % which accounts for the 
immiscibility since when the entropy and 
enthalpy contributions to the free energy are 
added, the free energy curve exhibits a small 
deviation in curvature or "hump" similar to that 
shown schematically in Fig. 4. It is worth noting 
that in practice the free energy changes involved in 
immiscibility are often very small compared with 
the overall free energies of mixing. There has been 
a tendency frequently to exaggerate the free 
energy changes when drawing schematic free 
energy curves. 

Charles attributes the positive 2xHsi% to a 
decrease in solution of the bond angles of the 
bridging bonds (i.e. the angles between neighbour- 
ing silica tetrahedra) - this process being associ- 
ated with a contraction in volume. This 
explanation of immiscibility, therefore, depends 
on the chain-like character of the network forming 
species of the silica solutions, unlike the descrip- 
tion used for the transition metal oxide systems, 
although the chain-like or polymeric species may 
also play an important role even for these systems. 

In spite of the importance to the thermo- 
dynamics of immiscibility very little is known 
about the polymeric or associated character of 
silicate melts. It has been suggested that, depend- 
ing on the percentage of metal oxide present, 
silicate melts contain silicate anions of varying size 
and complexity (see for example [32]). If  
sufficient metal oxide is present the silica will 
occur predominantly as SiO~-. As the silica 
content is increased a series of polycondensation 
reactions may be envisaged such as 

SiO 4 - + S i O  4 - ~, Si206 - + 0 2 - 

SiO 4- + Si20 6- ," Si30810 + 0 2 - etc. 

These silicate anions can form, in principle, 
various configurations including chains, rings and 
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sheets and in this view we may regard liquid 
silicates as condensation polymers derived from 
the monomer SiO44-. This approach has been used 
by Masson [33] and others to discuss the thermo- 
dynamics of the metal oxide rich compositions of 
these systems, but so far little attempt has been 
made to apply a more realistic structural model to 
the silica-rich compositions where immiscibility 
may occur. Burnett [19] has discussed the appli- 
cation of the associated solution model developed 
by Prigogine and others [34] to silicate solutions. 
In this model complexes of A i are considered to 
form from i monomers of A in a mixture of the 
components A and B. In applying the model 
Burnett regarded A as silica and B as metal oxide. 
By considering the complexes to be in thermo- 
dynamic equilibrium with the monomers and also 
that the mixture of monomers and complexes 
behave ideally, expressions for the activities and 
free energy can be derived. The important result of 
the calculation is that association can give rise to 
phase separation. From the point of view of 
theory this, or a similar approach, seems promising 
and would merit further development. 

We have already mentioned the inadequacies of 
the regular solution model in explaining the highly 
asymmetric miscibility gaps in many binary silicate 
systems, when the data are plotted in terms of the 
mole fraction of SiO2 or metal oxide. Hailer e t  al. 

[17] have recently proposed a modification of the 
regular model which considers the regular mixing 
of new end components - a complex molecule or 
"multimer" (SiO2)m and a stoichiometric com- 
pound R20.nSiQ at the limit of the miscibility 
gap on the alkali oxide side, where rn and n are 
integers. A similar approach was also previously 
suggested by Moriya [35]. Hailer e t  al. chose 
appropriate values of m, n and a parameter AS 
(representing the additional entropy change due to 
changes in internal degrees of freedom of. the 
liquids on mixing) to produce a symmetric gap 
when the experimental miscibility boundary data 
were plotted in terms of the mole fractions of the 
new end components. For soda-silica an excellent 
fit was obtained with m = 8 and n = 3, represent- 
ing the end components (SiOz)8 and Na20.3SiO2. 
Similarly, for lithia-silica the required values were 
m = 6, n = 2, and for baria-silica m = 8, n = 2. 
Haller e t  al. point out that the formulae of the end 
members do not necessarily represent the 
structural units in the melt and that multiplication 
of both end members by an integer gives an 

equally acceptable result. In fact the complex 
multimer (SiO2)z4 represents the lowest common 
denominator for the two alkali silicate systems. 
This would imply that at the same time the 
structural units in the other liquids are 4(Li20. 
2SIO2) and 3(Na20.3SiO2). Hailer e t  al. cite 
supporting evidence from crystal structure data 
[36] for the compound Li20.2SiO2, which has a 
four membered structure Li8SisO/o per unit cell. 

The above analysis has been applied by Macedo 
and Simmons [37] to the miscibility gaps in 
various binary borate systems containing K20, 
Li20, Rb20, Cs20 and PbO using the experimental 
data of Shaw and Uhhnann [38], and Simmons 
[39]. Excellent agreement with the data was 
obtained by considering the regular mixing of an 
appropriate stoichiometric compound depending 
on the system (such as K20.3BzO3) and a com- 
plex boron trioxide end member (BzO3)s, the 
latter component being the same for all the 
systems. 

The existence of complex structural groups 
such as (SIO2)24 and (BzO3)s in silicate and borate 
glasses is an interesting possibility but has yet no 
independent confirmation. 

To conclude this section, the thermodynamic 
evidence we have discussed emphasizes the 
importance of the associated or polymeric nature 
of the systems. However, at present it is not Clear 
how far the several approaches described are con- 
sistent with one another, and a great deal of 
further work is required before the origin of 
immiscibility in silicate and other systems is 
completely established. Further development of 
theories based on concepts such as association and 
accumulation of experimental thermodynamic 
data may help to understand not only the origin 
of immiscibility but also the nature of the 
chemical species and interactions occurring in the 
solutions. 

3. Kinetics of phase separation in 
glass-forming melts 

It is appropriate to present an outline of the 
theories of phase separation kinetics and an indi- 
cation of recent theoretical developments, before 
discussing the experimental results for glass 
systems in detail. Excellent general reviews of the 
theory are contained in [ 4 0 4 3 ] .  

We begin by considering a schematic free 
energy-composition diagram for a phase- 
separating system at a temperature below the 
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Figure 5 Schematic free energy-composition diagram for 
T < T c showing graphical method of determining the 
thermodynamic driving force for liquid-phase separation. 

upper consolute temperature (Fig. 5). The equi- 
librium compositions of the separating phases are 
a and b. First consider the case where the initial 
composition is at x, and a small region of the equi- 
librium composition b separates out. It can be 
shown [40] that, neglecting interfacial effects, the 
free energy decrease per mole of the separating 
phase is given graphically by the distance DE, 
which is the height above the free energy curve at 
composition b of the tangent drawn to the curve 
at the initial composition x. This is the overall 
driving force for separation of the equilibrium 
phase. For a small region (or fluctuation) of com- 
position d to separate the driving force is again the 
difference between the tangent and the free energy 
curve at d. However, now there is an increase in 
free energy per mole (Ag). Clearly a fluctuation 
must exceed the composition e before the free 
energy will decrease and the driving force is 
positive. There is thus a thermodynamic barrier to 
overcome before phase separation will occur. If x 
lies between a and the point of inflexion on the 
curve the system is metastable to infinitesimal 
compositional fluctuations. This corresponds to 
the region between the binodal and spinodal 
curves often referred to as the region of 
"nucleation and growth". However, if the initial 
composition x lies just to the right of the inflexion 
point (at d for example), for a small fluctuation 
the free energy change is negative and there is no 
thermodynamic barrier. Between the points of 
inflexion the system is unstable to infinitesimal 
fluctuations of composition and separation can 
occur with a continuous fall in free energy, there 
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being no barrier other than that of diffusion. This 
corresponds to the region inside the spinodal and 
the process is called "spinodal decomposition". 

Regardless of the mechanism involved the end 
result of separation will be the equilibrium phases 
a and b, the relative proportions being determined 
by the well known Lever Rule. 

It is convenient to consider the kinetics in two 
stages - the early stage of the transformation and 
the later stage when the transformation is 
approaching completion. For simplicity we will 
discuss only two-component systems. 

3.1. Theories of the initial stage of phase 
separation 

3. I. 1. Classical homogeneous nucleation 
One approach is to consider the formation of 
discrete nuclei of the equilibrium composition at b 
(Fig. 5) from the initial composition x. It is 
assumed that the nucleus is uniform and that the 
boundary between nucleus and matrix is sharp 
with an associated interracial free energy e. 
Classical theory [40-42] predicts that stable 
nuclei, which can grow, have a radius greater than 
the critical value r* equal to 2o/2xG v where AGv is 
the free energy change per unit volume of phase 
transformed. The number of critical nuclei formed 
per unit volume per second is given by the 
expression of the form 

I = Kv exp --(AGD + ~Y*)/kT, (7) 

where W*, the free energy to form a critical 
nucleus, is given by Ko3/AGZv (K is a geometrical 
constant dependent on nucleus shape); AGD is the 
activation energy for transport across the interface 
and Kv is essentially constant [40]. 

The temperature dependence of I is shown 
schematically in Fig. 6. A range of no detectable 
nucleation is predicted just below the miscibility 
temperature, Tin, although the rate of growth of 
the separated phase is not zero. Both nucleation 
and growth rates decrease rapidly at high under- 
coolings due to the decrease in diffusion rates, and 
increase in viscosity. 

The classical theory is more readily applied 
quantitatively to the case where no change of com- 
position occurs, as for example in crystallization in 
a one component system. For a two component 
system AGv can only be estimated from the 
driving force (Fig. 5) if detailed free energy - 
composition data are available. Also in general e 
and AGD will vary with composition and tempera- 
ture. 
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Figure 5 Schematic variation with temperature of 
homogeneous nucleation rate I and growth "rate" of 
second phase (strictly for early stage growth, and coarsen- 
ing, the particle radius is a function of temperature and 
time - see Section 3.2 and [18,251. 

From the introductory discussion, nucleation 
(whether classical or not) is most likely to apply 
outside the spinodal and close to the binodal. 
However, it may be remarked that a nucleation 
mechanism could, in principle~ occur even within 
the spinodal region. 

3. 1.2. Theory of Cahn and Hifiiard 
Objections to the above theory as applied to 
separation in a miscibility gap include the assump- 
tions that the nucleus is uniform and has the 
composition of the equilibrium separating phase. 
Cahn and Hilliard [44] have developed a more 
comprehensive approach which considers the free 
energy of a system having a spatial variation of 
composition. This approach does not require the 
assumption of an uniform nucleus and the 
separation of the free energy into volume and 
surface contributions. The local Helmholtz free 
energy per unit volume, f, is expressed as a 
function of the local composition c (the mole 
fraction of component B in the binary solution) 
and the composition derivatives of the immediate 
environment, and may be expanded in a Taylor 
series about f(c) the free energy per unit volume 
of solution of uniform composition c. The total 
free energy is of the form 

F = j (v [f(c) +t~(Vc) 2 + ...] dK (8) 

The term K (Vc) 2, the first term in the expansion, 
represents the increase in free energy due to the 
gradient of composition and may be associated 
with the energy to form an interface. For con- 
venience the composition is here denoted by c and 
not x since c is used consistently in most of the 
literature. Cahn and Hilliard use the more correct 
Helmholtz free energy F and not G in their 
analysis. However, in condensed systems at 1 atm 
pressure the difference between F and G can be 
ignored. 

From the above expression Cahn and Hilliard 
derived the properties of the critical nucleus in the 
metastable region. At very low supersaturations 
the properties of the nucleus were found to 
approach those of the classical theory; but as 
supersaturation increases the work of formation of 
the critical nucleus W* becomes progressively less 
than given classically and approaches continuously 
to zero at the spinodal. Also the interface of the 
nucleus becomes more diffuse and the com- 
position at the centre of the nucleus approaches 
that of the matrix. 

3. 1.3. Spinodal decomposition 
So far we have discussed the case where the 
composition changes are large in degree but small 
in extent (nucleation). The second limiting case (as 
formulated by Gibbs [45]) is a compositional 
change small in degree but large in extent. 
Spontaneous decomposition inside the spinodal 
has been treated by Hillert [46] and Cahn [47]. 
The analysis of Cahn was based on Equation 8 
using only the first term K (Vc) 2 in the expansion. 
It was assumed that higher order gradient energy 
terms could be neglected, since only the initial 
stages of phase separation were considered. Cahn 
found that inside the spinodat the system is 
unstable to infinitesimal sinusoidal fluctuations of 
wavelengths greater than a critical value Xe (or 
2~r/13e), given by 

1 [ xo = ( - 8 ~ 2 K / f ' ) ~ ,  (9) 

where f " =  O2f/Oc 2. As the spinodal is approached 
( f "  -+ 0), Xc tends to infinity. 

To treat the kinetics of spinodal decomposition 
it is necessary to solve a general diffusion equation 
in which all terms not linear in c are neglected, 

~c/~t = M f " V : c  -- z~4~v% (10) 

where M is the mobility. This linearized equation 
holds for an isotropic system without strain energy 
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and thus applies to the viscous liquids or glasses 
under consideration. 

A general solution for the composition as a 
function of time can be expressed in a Fourier 
series with components of the form 

c ( r , t ) - - C o  = A( f~ , t )  exp(i f~.r)  (11) 
where 

A(I3, t) = A(I~, 0) exp (R(/3)t).  (12) 

Here Co is the average composition, r a position 
vector, A(I~, t) is the amplitude of the Fourier 
component of wave vector 13 at time t, A(13, 0) the 
amplitude at t = 0 and R(fl) is an amplification 
factor given by 

R(/3) = --Mr"~32 -- 2MK/34. (13) 

R(/3) is positive in the spinodal region but only for 
wavenumbers less than/3c (Fig. 7). The maximum 
amplification occurs at /3 =/3c/x/2. Owing to the 

1 

R(~)rnox 
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o 0.5 ~rn ax 1 ~-~ 
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Figure 7 Amplification factor R(fl) in Cahn's theory 
versus wavenumber ft. 

sharpness of the peak this particular wavenumber 
will grow most rapidly in amplitude and will 
dominate the others. Hence only the wavenurlaber 
tim was considered in Cahn's treatment and at a 
finite time after the transformation has begun the 
composition in the system will be describable by a 
superposition of sine waves of fixed wavelength 
but random in orientation, phase and amplitude. 
Cahn [48] has constructed a mathematical model 
of the separation process using a computer to 
produce sections through the two:phase structure. 
The striking interconnectivity of the phases 
strongly resembles micrographs of phase-separated 
glasses (Fig. 8), and we will return to this point 
later. The nucleation and growth and spinodal 
mechanisms may be compared for isothermal 
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Figure 8 Replica electron micrograph of 85SIO2-10 
Na20-5 CaOmol% glass heat-treated at 795~ for 2h, 
Marker indicates 0.5#m. Note "background" structure in 
matrix due to fine scale secondary phase separation 
during cooling [ 19]. 

separation. For nucleation and growth there is an 
invariance of second phase composition with time, 
the interface between phases is always the same 
degree of sharpness during growth and there is a 
tendency for separation of spherical particles with 
low connectivity. For spinodal decomposition 
there is a continuous variation of both extremes in 
composition until the equilibrium compositions 
are reached, the interface is initially diffuse but 
eventually sharpens and there is a tendency for 
high connectivity in the second phase. The 
contrast between the two mechanisms is illustrated 
in Fig. 9. 

Cahn and Charles [7] have discussed the 
kinetics of spinodal decomposition with particular 
reference to liquid separation in glasses. One 
version of the kinetics (considered above) is for a 
quench from the single phase region followed by 
isothermal holding at a temperature below the 
spinodal. The most rapid increase in the amplitude 

g 
:~ a b c 

d i s t a n c e  > 

Figure 9 Evolution of concentration profiles (schematic) 
for spinodal decomposition (top) and nucleation and 
growth (bottom) from early stage (a) to final stage (e). co 
is the average composition. Modified after Cahn [48]. 



of the fluctuations (typically 30 to 100 A in wave- 
length) should occur for an undercooling AT 
below the spinodal which is about 10% of the 
spinodal temperature. Under these conditions the 
decomposition can be very rapid, even in fairly 
viscous liquids, and will occur in a time of 
considerably less than lsec. However, at lower 
temperatures diffusion rates will become so slow 
as to inhibit phase separation. The other version of 
the kinetics, which is more applicable in practice, 
is for a continuous quench from the single phase 
region. To avoid separation entirely, an estimated 
cooling rate of l~ -t is required if the 
diffusion coefficient D is 10-19m~sec -1 at the 
temperature where the rate is a maximum, and 
1000 ~ Csec -1 is required i fD is 10-16m2 sec-1. 

3. 1.4. Recent developments in spinoda! 
decomposition theory 

The theory we have outlined is only applicable in 
the very early stages of decomposition. Thus it is 
assumed that f "  is constant or equivalently that 
the free energy is a parabolic function of com- 
position. This would indicate that the system 
could decrease its free energy indefinitely and 
clearly the approximation becomes progressively 
worse in the later stages of decomposition when 
the equilibrium compositions are being 
approached (Fig. 2b). Treatment of the later stages 
of decomposition, therefore, requires the use of a 
more realistic free energy relation. It is also neces- 
sary to consider the dependence of M and K on 
composition. Analytical [49] and numerical [50] 
solutions of the non-linearized diffusion equation 
show that the effects of these modifications to the 
theory include a limitation in the amplitude of 
growth and a sharpening of the interfaces between 
phases. 

A weakness of the linearized theory [52] is 
that the amplitude of Fourier components with 
R03) negative should decay to zero (Equation 12) 
whereas in fact they must slow down and 
gradually approach the equilibrium non-zero 
amplitude due to thermal fluctuations. This would 
decrease the amplification factor and hence could 
provide an explanation for the curvature in some 
experimental plots of R(f3)/~ 2 versus/~2 (see later). 
Cook [51] has confirmed this point in an import- 
ant modification to Cahn's theory, in which the 
influence of random thermal composition fluctu- 
ations (analogous to Brownian motion) were 
considered by adding a random flux term to the 

diffusion equation. 
Recently, Hopper and Uhlmann [53] have 

extended the thermodynamics of non-uniform 
systems to include various higher derivative terms 
not present in the Cahn and HAlliard treatment (see 
Equation 8). They investigated the relative import- 
ance of the terms using a mean field pair inter- 
action (MFPI) analysis and also the effects of two 
of the higher derivative terms on the profile and 
interfacial tension of a diffuse interface. In a 
subsequent paper [54] the effects of the higher 
order terms on spinodal decomposition were dis- 
cussed. The inclusion of the next order term was 
found to have little effect on the formalism of the 
early stage kinetics except for a modification of 
the amplification factor R(~) in the usual formula- 
tion. However, problems were encountered in 
attempting to extend the analysis to include still 
higher terms. Hopper and Uhlmann have also 
developed a formulation of spinodal decom- 
position based on a MFPI theory which avoids the 
use of diffuse interface theory entirely and 
analyses decomposition directly in terms of pair 
interactions [55, 56]. Comparison of this and 
other treatments with experiment will be con- 
sidered below. 

3. 1.5. Intersecting growth theory o f  Hailer 
Following the work of Cahn, the highly inter- 
connected microstructure of many phase-separated 
glasses observed by electron microscopy was taken 
by some authors as evidence for spinodal decom- 
position in these glasses. However: it is now 
realized that the morphology alone is not 
sufficient to decide on the mechanism of separ- 
ation. Thus Huller [57] has demonstrated that an 
interconnected microstructure can also be 
produced by classical nucleation, to form a high 
density of small discrete spherical particles, 
followed by radial growth of these particles until 
impingements occur. The high degree of inter- 
connectivity possible with such a mechanism is 
illustrated by the fact that for an occupied volume 
of the spheres of 50%, each sphere on average 
intersects 5.5 others and only 0.4% of the spheres 
remain unattached; for an occupied volume of 
33�89 each sphere on average intersects 3.2 others 
and only 4% are unattached. 

An objection to this model may be raised [58] 
on the grounds that during growth each particle is 
surrounded by a depleted diffusional zone. When 
two such zones begin to overlap, growth progress- 
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ively slows down and the spheres are prevented 
from making contact. Counter arguments have 
been advanced to overcome this objection [59, 
60]. It has been suggested [60] that the classic 
boundary concept of diffusion is no longer applic- 
able to bodies of small magnitudes and has to be 
replaced by the concept of a transitional fluctu- 
ating boundary. From ultrasonic and electron 
microscope evidence it is estimated that the fluctu- 
ations are of the order of 10 to 50)~. Thus when 
the particles reach a separation of this order they 
effectively touch and neck formation may occur 
with eventual coalescence. The larger the 
nucleation density the closer the spherical particles 
will approach each other before matrix depletion 
slows down the diffusion process. Hence in 
systems having almost equal volume fractions a 
high nucleation density may produce a highly 
interconnected microstructure whereas a low 
nucleation density may produce isolated droplets 
and low interconnectivity. Another possible 
mechanism of particle coalescence involves the 
Brownian motion of the second phase particles 
[59]. A detailed discussion of various coalescence 
models has been given [61]. The intersecting 
growth model has received support particularly 
from the experimental work of Seward et al. [59], 
as will be seen later. 

3.2. Theories of the later, coarsening stage 
of phase separation 

Consider the early stage of growth of a distri- 
bution of isolated spherical droplets produced by 
nucleation in the metastable region of the misci- 
bility gap. Initially the matrix phase will be highly 
supersaturated. Thus the droplets will grow by 
long range diffusion and at constant temperature 
a parabolic relation gz cc t is expected, where 7 is 
the average droplet radius. At a later stage of 
growth when the matrix is approaching its equi- 
librium composition a coarsening process begins to 
dominate, in which the smaller particles tend to 
dissolve and the larger particles to grow at their 
expense.This preferential growth of the larger 
particles is driven by the overall decrease in inter- 
facial free energy and analysis [62-65] shows that 
for growth controlled by long range diffusion the 
mean radius should increase with time according 
to 

~3 -F~ = (8 /9) (o /RT)DC~V2mt ,  (14) 

where ~o is the mean radius at the onset of 
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coarsening, o the interfacial free energy, D the 
effective diffusion coefficient, C= the equilibrium 
concentration of "solute" in the matrix (mol m -3) 
and Vm the molar volume of the droplet phase. 
The theory also predicts that the number of 
particles per unit volume Nv is proportional to 1/t 
and that the size distribution of particles is a well 
defined universal function of r/E It is interesting to 
note that if the coarsening process is controlled by 
a surface reaction rate and not by long range 
diffusion, g2 cct and Nv cc t -3/2. 

The coarsening of a highly interconnected two 
phase system in which the volume fractions remain 
constant has been treated by Haller [57]. Where 
mass transport across the interfaces is rapid and 
volume diffusion is the rate controlling process the 
total interfacial area in the system is given by ST cc 
t -1/3. The mechanism is similar to the coarsening 
of isolated droplets described above except that 
here the process involves mass transport from con- 
vex to concave interfaces. For interface control 
Haller found ST oct -1/2. 

3.3. Experimental evidence 
3.3. 1. Earlier investigations 
Among the earliest systematic studies of the 
kinetics of phase separation were those of Ohlberg 
and co-workers [66-69] ,  Hailer [57] and Moriya 
et al. [15]. Ohlberg etal .  [67] studied the growth 
rate of the silica rich droplets in a 76SiO2- 
13Na20-11CaO (tool%) glass using replica 
electron microscopy and found that the average 
radius of the droplets was proportional to t 1/2, 
indicating long-range diffusional control. 

This result was confirmed by comparison of 
light scattering data with the theory of scattering 
for diffusion controlled phase separation [70]. 
Also light scattering measurements made on a 
22 CaO-14 Al203--10 B203-54 SiO2 glass [69] 
indicated the presence of composition gradients 
around the growing particles in agreement with 
diffusion controlled growth theory. It is now clear 
that these studies were concerned with the initial 
growth of the droplets before the onset of 
coarsening. 

Moriya et  al. [15] studied the morphology and 
kinetics of separation in several binary and ternary 
alkali silicate glasses using electron microscopy of 
both surface carbon replicas and thin glass speci- 
mens. In these glasses the initial stage of separation 
occurred very rapidly at the temperatures used. As 
a result only the later stage coarsening process was 



observed. The average radius of  particles 7 was 
proportion to t 1/3 in agreement with the theory of 
diffusion controlled coarsening (Section 3.2). 
Microstructures ranging from isolated droplets to 
highly interconnected phases were found but little 
could be inferred about the irlitial mechanism of 
separation. 

3.3.2. Studies of later stage coarsening. 
McCurrie and Douglas [71] have made a thorough 
quantitative study of the coarsening of droplets in 
a 1 K20-26 Li20-73 SiO2 composition. Surface 
carbon replicas of fractured and etched specimens 
were examined by electron microscopy and 
various parameters including mean radius f ,  
number of particles per unit volume ~Nv, total 
surface area per unit volume ST and volume 
fraction of dispersed phase Vf were determined as 
a function of time for isothermal treatment. The 
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Figure 10 Relationship between mean particle radius and 
time at 5900 C for coarsening of droplets in a 1 K:O-26 
Li:O-73 SiO 2 (tool %) glass. After McCurrie and Douglas 
[71l. 

relations 7 o c t  1/3 (Fig. 10), Nv cot -I, Sw cot -1/3 
and Vt constant were observed, as predicted for 
diffusion controlled coarsening (it should be 
remarked that gcct l/a applied because experi- 
mentally g ~  go - see Equation 14). The experi- 
mental growth rates for various particle sizes were 
in good agreement with the theories of Greenwood 
[62] and Heckel [65]. 

James and McMillan [72] have also made a 
detailed study of particle coarsening in a 30 Li20-  
70SIO2 (tool%) glass and in Li~O-SiO2-P2Os 
glasses. Instead of replicas, thin samples of phase 
separated glasses suitable for transmission electron 
microscopy were prepared from the bulk material 
by chemical thinning [73]. Stereo pairs of 
electron micrographs were then used to study 
directly the three-dimensional distribution of 
droplets within the thin film, enabling the true 
size distribution of particles and values of F, Nv 
and Vf to be determined from the apparent size 
distribution on the micrographs. The direct trans- 
mission method has the advantage over the replica 
method of improved resolution, which is particu- 
larly useful for studying distributions of finer 
droplets. The initial separation was essentially 
complete within a very short period, as in the 
experiments of Moriya e t  al. [ 15]. Thereafter the 
particles coarsened with Foc t 1/3 and Nv cct -1, as 
observed for other compositions. The measured 
particle size distributions showed some deviations 
from the Wagner-Lifshitz-Slyozov theory. How- 
ever, there was very little systematic change in the 
shapes of the distributions with time suggesting 
that the steady-state size distribution was achieved 
at an early stage in the coarsening process. 

The phase separation in the P2Os containing 
glasses exhibited a higher degree of connectivity 
than in the binary glass (as shown in Fig. 11), 
although the essential form of the ripening kinetics 
was not affected by the presence of P2Os. The 
higher connectivity is due to a greater volume 
fraction of the dispersed silica rich phase, which 
may be attributed to a raising of the binodal curve 
of Li20-SiO2 due to PzOs addition [74, 75]. This 
effect may be due to a tendency of P2Os to 
associate with Li20 in the continuous lithia rich 
phase of these glasses. 

Detailed studies of particle coarsening have also 
been made using small-angle X-ray scattering by 
Zarzycki [76] in the PbO-B203 system and by 
Neilson [77] in the  Na20-SiO: system. In both 
these studies the particle diameter deduced from 
SAXS was in accord with Equation 14 for 
diffusion controlled coarsening. 

The kinetics of coarsening of a highly inter- 
connected microstructure have been examined 
recently by Mahoney e t  al. [78] in a study of the 
effect of phase separation on the viscosity of a 
sodium borosilicate glass. To characterize the 
"scale" of the separation, a "correlation length" A 
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providing information on the kinetics of the early 
stages of liquid separation. It will be convenient 
first to consider the work of Burnett and Douglas. 

Fig. 12 shows the extent of immiscibility in the 
soda-lime-silica system as determined by Burnett 
and Douglas from miscibility temperature 

CtaO.Si02 

7 ;:" " " /  ~ ~ ) ~ k , ~ k C  "'''' 0NSOLUTE 

Na20. Si0 2 t.~) 30 20 10 Si0 2 

Figure 12 Liquid-liquid immiscibility in the soda-lime- 
silica system. The isotherms join compositions with the 
same T m (~ C). After Burnett and Douglas [25]. 

Figure 11 Thin film transmission electron micrographs of 
(a) 30 Li,O-70 SiO~ (tool%) glass heat-treated at 550 ~ C 
for 16 h, Co) 30 Li~O-69 SiO2-1 P2Os glass heat-treated at 
550 ~ C for 3 h. Marker indicates 0.1/~m. After James and 
McMillan [72]. 

was used, wNch can be related to the average 
distance between boundaries F measured from 
electron micrographs (A = 0.63 r-). A one third 
power dependence of F (and thus A) on heat- 
treatment time was observed, thus demonstrating 
experimentally that the kinetics of diffusion 
controlled coarsening of a highly interconnected 
microstructure obeys the same power law as for a 
dispersion of discrete spheres. A similar result was 
also obtained in the work of Burnett and Douglas 
[25] to be described shortly. 

3.3.3. Kinetics of liquM separation in the 
soda-lime-s•ca system 

The studies of the commercially important soda-  
lime-silica system made by Ohlberg and Hammel 
[68], Hammel [18], Burnett [19] and Burnett 
and Douglas [25], have been particularly useful in 
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measurements Tin for compositions ranging from 
50 to 85 mol % SiO2 and from published data for 
soda-silica and lime-silica (the isotherms join 
compositions of the same Tin). The miscibility 
temperatures were obtained by observing the 
temperatures above which opalescent samples 
~ The results show good agreement with 
those of Ohlberg and Hammel [68]. 

Before embarking on a detailed investigation of 
the kinetics of separation Burnett and Douglas 
thoroughly examined the electron microscope 
replica technique. They observed that the etching 
time had a pronounced effect on the measured 
parameters, for example area fraction and number 
of particles and that excessive etching could intro- 
duce serious errors. However, by using a suitable 
short etching treatment these errors were found to 
be very small. 

Fig. 13 shows the dependence of the morph- 
ology of separation on composition. A droplet 
structure was observed at temperatures just below 
Tin, i.e. at low supersaturations near the limit of 
immiscibility. Connected structures were found at 
high supersaturations after short ageing times 
(<20h) ,  i.e. for compositions and temperatures 
well within the immiscibility dome. This is the 
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Figure 13 Morphology of liquid-phase separation in the soda-lime-silica system [251. �9 connected structure, 
o discrete droplets, o no separation and * inconclusive. 

~eneral behaviour expected from our previous dis- 
cussion in Section 3.1 but gives no information on 
the initial mechanism(s). Two composit ions were 
selected for detailed study - glass 80 (80 SIO2-  
10 N a 2 0 - 1 0  CaOmol %) and glass 75 (75 SIO2- 
12.5 NazO-12.5  CaO) both of  which fell on the 

1 NazO. 1 CaO-SiO2 section of  the immiscibili ty 
dome (Fig. 14). 

Glass 80 was representative of  composit ions 
well within the region of  immiscibili ty and just 
below Tm separated very rapidly into droplets 

which grew by the coarsening process discussed 
above with Y cc t 1,3 (Fig. 15a). At lower tempera- 
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Figure 14 Miscibility gap in the section 1 Na20" 1CaO- 
SiO 2 [25]. o experimental values of Tin, x values deduced 
by interpolation, zx annealing temperature. 

Figure 15 Replica electron micrographs of glass 80 
(80 SIO2-10 Na20-10 CaO mol %) heat-treated (a) 740 ~ C 
for 7.5 h, (b) 660~ for 64 h. Marker indicates 0.5 um. 
After Burnett [19]. 
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tures this glass separated into a more connected 
structure (Fig. 15b). Here the scale of separation 
was found also to increase with time but the 
connectivity decreased, showing that the structure 
was tending towards a configuration of minimum 
interfacial area, i.e. a collection of spheres. 
Analysis of the replicas showed that at constant 
temperature Vf was constant with time but that 
the interfacial area ST was proportional to t -1/3. 
According to Haller's analysis (Section 3.2) this 
indicates coarsening controlled by volume 
diffusion. It should be noted that S T  e: t - t /3  also 
held experimentally for the droplet structures 
suggesting that both connected and droplet phase 
separation coarsen by a similar diffusion- 
controlled mechanism. 

The Tm for glass 75 was lower than for glass 80 
(Fig. 14). Glass 75 separated slowly as droplets 
enabling the early stages of separation to be 
studied. Fig. 16 shows the time of heat-treatment 
necessary to produce the first trace of opalescence 
in glass 75. In addition to the lower cut off corres- 
ponding to the glass transformation temperature 
Tg there was an upper cut-off below T m. This 
indicated the existence of a small upper range of 
temperature below Tm where nucleation was 
absent but where particles could still grow (see 
Section 3.1.1). 
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Figure 16 Time of heat-treatment necessary to produce 
first trace of opalescence in glass 75 (75 SiO=-12.5Na=O- 
12.5 CaO tool %). Note upper cut-off below the miscibility 
temperature T m (687 ~ C). �9 opalescent, e clear [25].  

Using this fact the rate of nucleation was esti- 
mated by heating samples at temperatures within 
the nucleation range for various times, followed by 
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Figure 17 Number of particles per unit volume N v versus 
"nucleation time" at 610 ~ C for glass 75. Growth treat- 
ment was 675 ~ C for 4 h [251. 

heating just below Tm in the upper range to grow 
the particles nucleated at the lower temperature. 
Some of the results obtained by electron micro- 
scopy are shown in Fig. 17. They indicate that the 
nucleation rate is not constant but requires a finite 
induction period before a steady state constant 
value is achieved. Earlier, Hammel [18] also found 
non-steady state effects for separation in a 
7 6 S i Q - 1 3 N a 2 0 - I 1 C a O  (mol%) glass. This 
behaviour arises from the finite time to achieve a 
steady state concentration of embryos (subcritical 
size nuclei) and has been treated theoretically 
[40-42] - Equation 7 above applies to steady 
state conditions. Owing to the low diffusion rates 
particularly when approaching the transformation 
range, such transient effects can be appreciable in 
glass systems and have been observed also for 
crystal nucleation [79 82]. 

The variation of particle radius with time at 
constant temperature for glass 75 is shown in 
Fig. 18. Initially the particles grew with ~cc t 1/2 
and later Fee t 1/3 was obeyed. This is as expected 
for nucleation and diffusion controlled growth 
followed by coarsening (Section 3.2). In contrast, 
for glass 80 where separation was more rapid, only 
the coarsening stage was observed. The onset of 
coarsening for glass 75 corresponded to an 
approach to a constant measured volume fraction. 
The number of particles Nv increased initially due 
to nucleation but reached a maximum and then 
decreased due to coarsening. 

These growth results have recently been con- 
firmed by Neilson [77] who has studied the early 
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Figure 18 Variation of mean particle radius ~ with time for glass 75 at 640 ~ C [25]. 
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and later stage growth of droplets in a Na20-SiO2 
composition using small-angle X-ray scattering. 

3.3.4. Metastable region - comparisons 
with classical theory of  homogeneous 
nucleation 

The studies on the soda-lime-silica system 
indicated that nucleation and growth (as opposed 
to spinodal decomposition) occurred at low super- 
saturations, near the immiscibility limit, in quali- 
tative accord with theoretical predictions. Hammel 
[18] has attempted a quantitative comparison of 
nucleation theory and experiment, which is in fact 
[42] one of the few quantitative tests of nucleation 
(with no adjustable parameters) in condensed 
systems. 

Hammel selected a 76SIO2-13 Na20 11 CaO 
(mol%) glass composition near the edge of the 
miscibility gap where homogeneous nucleation 
theory should apply. Particle size distributions 
were obtained from electron micrographs of glass 
samples heated for various times at temperatures 
below Tin. Knowing the number and size of 
particles in a given size interval and their growth 
rate, the time when the particles were formed was 
determined by extrapolating back to zero time. 
Using this method it was possible to obtain 
nucleation rates (under steady state conditions) at 
temperatures between 601 and 640 ~ C. 

For comparison with theory the values of AGv, 
o and AGD were required (Section 3.1.1). AGv 
was estimated at various undercoolings by fitting 
the Lumsden solution model [21 ] to experimental 
miscibility gap data. A value of 4.6 m J m  -2 was 

obtained for o by measuring the variation of 
solubility temperature with particle radius. AG D 

was found from measured particle growth and 
miscibility gap data, assuming that the diffusion 
mechanisms involved in nucleation and growth 
were the same. Fitting these values into Equation 
7 the calculated nucleation rates were within an 
order of magnitude of the experimental results. 
This is remarkably good agreement but, as pointed 
out by Hammel, it does not constitute a critical 
test of the classical theory due to the assumptions 
made in calculating AGv. Thus the accuracy of 
the Lumsden model when applied to silicate 
systems is uncertain and only a small error in the 
estimated AGv would greatly alter the calculated 
nucleation rates. In fact another model, the Van 
der Toorn-Tiedema model [22] gave a larger 
discrepancy between the theoretical and experi- 
mental nucleation rates of between 10 and 104, 
depending on the temperature. 

Glass-forming systems are ideal for studying 
nucleation kinetics experimentally since measure- 
ments can be made often very conveniently at the 
high viscosities and slow diffusion rates involved. 
However, the lack of accurate thermodynamic 
data leads to difficulties in assessing nucleation 
theory quantitatively, and it is relevant to consider 
the wider evidence available. Recently Heady and 
Cahn [83] have made a thorough experimental 
test of classical homogeneous nucleation theory in 
the C7H14-C7F14 liquid-liquid miscibility gap 
system. All the quantities needed to test the 
theory were accurately determined including the 
free energy of mixing, phase diagram, surface 
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tensions and cloud points (where copious 
nucleation is first observed). A large discrepancy 
was found between classical theory and experi- 
ment for a wide range of initial compositions. 
Thus the observed undercoolings AT below Tm for 
detectable nucleation were much greater than 
predicted by theory (typically four times those 
predicted) - confirming earlier work [84]. It 
should be mentioned, however, that for initial 
compositions far from the critical point, theory 
and experiment appear to be in better agreement. 

Heady and Cahn point out that the surprising 
discrepancy observed cannot be explained by 
heterogeneous nucleation since this would be 
expected to give a lower critical undercooling than 
predicted by classical homogeneous nucleation 
theory. They were unable to explain the discrep- 
ancy by simple modifications of the theory or by 
considering the diffuse nucleus theory of Cahn and 
Hilliard [44] and concluded that their result 
challenged the basis of the classical theory. In 
another recent study of homogeneous nucleation 
in a binary fluid mixture of cyclohexane- 
methanol near the critical point, Huang et al. [85] 
found that the measured critical supercoolings 
were in good agreement with the predictions of 
the Cahn and Hilliard theory, as modified by 
Sarkies and Frankel [86]. 

Clearly the present evidence is conflicting and 
further work will be required before the 
nucleation mechanism in the metastable region of 
such binary liquid mixtures is completely under- 
stood. r 

3.3.5. Decomposition in the unstable 7 
e~ 

region. Small-angle X-ray 
scattering results 

Small-angle X-ray scattering (SAXS) has so far 
been the most powerful method for investigating 
the early stage kinetics i'n the unstable region and .=- 

tin 
for testing the theory of spinodal decomposition. .= 
The striking advantage of the technique [87] is 
that the diffracted intensity I(h, t) is proportional ~ ~' 
to IA(I~, t)l z, where h is the scattering vector in 
reciprocal space (h = (47r/X) sin 0[2 where 0 is the 
scattering angle and X the wavelength) and A([3, t) 
is the amplitude of the Fourier component of 
wavenumber f~ at time t. Thus the diffraction 
spectrum gives directly the distribution of the 
squares of the amplitudes of the spatial com- 
ponents of the compositional fluctuations. A 
direct comparison with Cahn's theory may thus be 
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made. The scattering vector h may be identified 
with p and, for an isotropic system we have 

1(/3, t) = /(/3, 0) exp (2R(/3)t). (lS) 

This equation enables R(/3) to be determined by 
measuring the intensity 1(/3, t) as a function of 
time of heat-treatment. From Equation 13 a plot 
of R(/3)//3 z versus /32 should also be linear with a 
slope of --2MK and an intercept at/32 = 0 equal to 
the interdiffusion coefficient D(= Mr").  

Following the early work of Porai-Koshits and 
Andreyev [88] a large number of studies have 
been carried out on phase separated glasses (see for 
example [89-96]) ,  but here we are mainly con- 
cerned with the more recent work on decom- 
position in the unstable region. 

Neilson [95] studied the kinetics of phase 
separation for two compositions in the Na20- 
SiO2 system containing 12.6 and 13.2 mol % NazO. 
A temperature range of 450 to 650~ was used, 
which was well within the miscibility gap (Fig. 3). 
The initial quench histories of the glasses differed. 
The 12.6 glass was given a slower quench and had 
appreciable initial phase separation present before 
heat-treatment. The intensity versus scattering 
angle curves for the 12.6 glass when heated at 
600~ for times up to l h (Fig. 19) yielded a 
common cross-over point at a given angle (cortes- 
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l~'gure 19 Small-angle X-ray scattering curves for 12.6 
tool% Na20 glass heated at 600~ for following times: 
A (Oh), B (~h), C (-~h), D (1 h) and E (4 h). After Neilson 
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Figure 20 Small-angle X-ray scattering curves for 13.2 
mol% Na20 glass heated at 600~ for following times: 
A (0min), B (15 rain), C (30rain) and D (45 rain). After 
Neilson [95]. 

ponding to a given /3). This is just the behaviour 
expected from Cahn's theory. Also the R(/3) versus 
/3 plot at 600~ was in fair agreement with 
Equation 13 for /3 </3c but some deviation was 
observed for larger values of/3. For longer heat- 
treatment times when coarsening effects predomi- 
nated the "cross-over" point shifted to progress- 
ively shorter wavenumbers. Again this is as would 
be expected, at least qualitatively, for the later 
stages when Cahn's theory no longer holds. In 
contrast, for the 13.2mol%Na20 glass no unique 
cross-over point was observed even in the early 
stages of heat-treatment (Fig. 20) in spite of the 
fact that this glass had been given a more rapid 
quench than the 12.6 glass and possessed a smaller 
initial degree of phase separation. Neilson con- 
cluded that nucleation and growth was occurring 
in this glass rather than spinodal decomposition. 
Certainly appreciable nucleation and growth may 
have occurred for both glasses since quenching 
involved crossing the metastable region before the 
unstable region was reached. Neilson suggested 
that in the 12.6 glass spinodal decomposition may 
be occurring simultaneously with the dissolution 
of particles formed during the cooling, which 
would be unstable with respect to the spinodal 

mechanism. This might account for the deviation 
observed in R(/3) from theory for /3>t3 e. An 
alternative explanation is to be found in the work 
of Cook [51] on the effect of Brownian motion 
on spinodal decomposition, as described above. 

Tomozawa e t  al. [96] have also studied the 
kinetics of separation of Na20-SiO2 glasses in the 
spinodal region. A 13.2 mol%Na20 glass heat- 
treated at 560~ gave scattering curves for differ- 
ent heating times which did not exhibit a constant 
cross-over point, as would be expected from the 
linearized theory, but the cross-over point shifted 
to smaller/3 values as separation proceeded. It was 
shown that these effects could be explained by the 
later stage solution given by de Fontaine [97] of 
Cahn's diffusion equation. It is probable that 
appreciable phase separation was present in the as- 
quenched samples. 

Both Neilson and Tomozawa e t  al. estimated 
the interdiffusion coefficient D at different 
temperatures in the Na20-SiO2 system. The values 
were in good agreement and were reasonably close 
to those reported for the diffusion of oxygen 
anions in silicate glasses. It is interesting to note 
that Burnett and Douglas [25] in their study of 
coarsening kinetics in soda-lime-silica also found 
a diffusion coefficient close to that of oxygen and 
concluded that oxygen is the rate controlling 
diffusing species in the phase separation process. 

Zarzycki and Naudin [92] examined a 
76 B203-19PbO-5 A1203 (wt%) glass, the com- 
position being close to the centre of the immisci- 
bility gap in the ternary system. Rapidly quenched 
samples were isothermally heat-treated. Analysis 
of the scattering curves in the initial stage for heat- 
treatment at 350~ gave a nearly linear R(/3)//32 
versus r plot for 13 </3c. Again deviation was 
observed for higher wavenumbers. No unique 
cross-over point was observed in the scattered 
intensity curves. In the initial, short lived, stage 
the angular position of the maximum was 
unchanged. At a later stage the maximum shifted 
to smaller angles, the wavelength corresponding to 
the intensity maximum varying with time approxi- 
mately as t 1/3. This suggested that a coarsening of 
the highly interconnected microstructure was 
occurring. 

Hopper and Uhlmann [56] have discussed the 
experimental results for several metallic and glass 
forming systems in terms of their MFPI formula- 
tion of spinodal theory, which essentially takes 
into account the effect of higher derivative terms 
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in the diffuse interface expansion. R(/3) is pre- 
dicted to decrease less rapidly at large 13 than in the 
standard theory. Also in systems in which long 
range intermolecular forces are important R(/3) 
should not be quadratic in /3 for small/3. Quali- 
tatively, this could account for the curvature of 
the experimental R(/3)/[32 versus/32 plots - another 
possible explanation for this effect. However, 
quantitatively the agreement between theory and 
experiment was not satisfactory. Hopper and 
Uhlmann stress the need for more reliable experi- 
mental data on initially homogeneous specimens. 

Very recently an interesting SAXS study of 
separation in the B203-PbO-A1203 system has 
been carried out by Srinivasan et  aL [98]. They 
point out that both Cahn's theory and its modi- 
fication by Cook predict a critical wave vector of 
zero growth and thus a common cross-over point 
of SAXS curves in the initial stages of decom- 
position. However, as we have seen, a common 
cross-over point is not observed in the decom- 
position studies of quenched samples in the early 
stages. Srinivasan et  al. made a theoretical analysis, 
based on Cook's treatment, for various initial con- 
ditions of the specimen prior to treatment at the 
test (subspinodal) temperature. First they con- 
sidered the case of a specimen down-quenched 
from a solution temperature above the immisci- 
bility boundary to the intermediate test tempera- 
ture, then held for varying times and finally 
quenched to room temperature. It was found that 
regardless of the quenching rate no cross-over 
point should be observed for the early linear 
growth stages. No detailed discussion can be given 
here, but this conclusion arises essentially from 
considering the thermal compositional fluctuations 
present at both the solution temperature and at 
lower temperatures. The initial condition at the 
test temperature is given by the intensity distri- 
bution of fluctuations prevalent at the high 
solution temperature. 

The other case discussed by Srinivasan et  al. 
was that of up quenching, where the specimen is 
first quenched from the solution temperature to 
room temperature and then up quenched to the 
test or "ageing" temperature. Here a cross-over 
point may occur, but would mean that decom- 
position prior to ageing had taken place at a 
temperature below the test temperature. Analysis 
of the later stages of decomposition showed that 
cross-over can also occur with the onset of non- 
linear growth stages. Srinivasan et  al. attribute the 
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cross-over observed by previous workers to one or 
other of these effects. The non-linear stages are 
also characterized by the appearance of secondary 
maxima in the scattering intensity curves corres- 
ponding to the higher harmonics of the primary 
spinodal wavelength. These conclusions were 
supported by a scattering study of the B203- 
PbO-A1203 system using rapidly quenched 
samples aged at 350 ~ C. 

3 . 3 . 6 .  O t h e r  e v i d e n c e  

Seward et  aL [59] have made an electron micro- 
scope study of the BaO-SiO2 system in the region 
of the miscibility gap. Vapour deposition onto a 
cold substrate was used to obtain homogeneous 
glasses and to avoid phase separation due to 
insufficient quenching. Thin films of the glass were 
electron-beam heated and the separation process 
observed directly. For compositions near the 
centre of the miscibility gap two continuously 
interconnected phases were observed after separ- 
ation had occurred. However, at an early stage fine 
isolated nearly spherical particles were observed, 
approximately 30 to 50A in diameter. This 
appeared to suggest separation by a nucleation and 
growth process to produce discrete particles, 
which then coalesced into an interconnected 
microstructure, after the mechanism suggested by 
Haller [57]. The ways in which coalescence may 
occur have been discussed above (Section 3.1.5). 
From these results Seward et  al. emphasize also 
that observations of final phase separated morph- 
ologies are inadequate for specifying the processes 
by which the morphologies arose. 

Other, less direct evidence in support of the 
Haller model is supplied by the work of 
MacDowell and Beall [99] on phase separation in 

A1203-SIO2. 
An interesting technique recently applied to 

separation studies involves viscosity measurements. 
Simmons et  aL [100] found that a sodium bore- 
silicate composition cooled from a temperature 
well above the critical temperature Te to a 
temperature just below Tc exhibited a significant 
decrease in viscosity. This was interpreted as evi- 
dence that the critical composition of the system 
separated by nucleation and growth of spheres of 
the silica-rich phase in the sodium borate-rich 
phase, instead of by spinodal decomposition. On 
quenching the same composition to a temperature 
far below Tc and holding at this temperature the 
viscosity showed a large increase with time, finally 



saturating. This corresponded to the growth and 
rearrangement of an interconnected structure of 
the two phases. To explain these results it was 
suggested that kinetically nucleation may be 
favoured over spinodal decomposition when the 
temperature is close to T~, although spinodal 
decomposition may be considered more likely 
thermodynamically. Just below T~ the spinodal 
mechanism requires large scale compositional 
fluctuations, although the size of the necessary 
fluctuations decreases as the temperature is 
lowered. If the diffusion coefficient is low the 
formation of these fluctuations takes a long time, 
and nucleation, which requires only small displace- 
ments of the constituents may prevail. Conse- 
quently, the spinodal mechanism may be 
suppressed to lower temperatures. 

From much of the discussion it is clear that the 
kinetics of separation can be influenced by the 
initial as-quenched state of the sample. Equi- 
librium composition fluctuations are present even 
in the single phase region above Tin and may be 
"frozen in" on rapid quenching to lower tempera- 
tures. Zarzycki and Naudin [101] have studied 
supercritical fluctuations in the liquid B2Oa-PbO- 
A1203 system directly using SAXS and compared 
the results with quenched glass samples. Also 
Sarkar et  al. [102] have shown that fluctuations in 
the single-phase region of a sodium borosilicate 
composition can be revealed by replica electron 
microscopy using a suitable etching treatment. The 
"size" l of the fluctuations, as assessed by a linear 
intercept method, was found to vary with 
temperature according to 1/l 2 c~ ( T - -  Ts~), where 
Tsp is the spinodal temperature, a result indicated 
by classical fluctuation theory. Estimated values of 
l in the single phase region just a few degrees above 
T m (655 ~ C) were 200 to 300 A. Measurement of 
the size of fluctuations above Tm thus provides an 
independent method of determining the spinodal 
temperature for a single composition. 

3.4. Summary of the kinetics studies 
The coarsening process after the initial liquid- 
phase separation is now reasonably well under- 
stood for both droplet and interconnected micro- 
structures. 

The observations for temperatures and com- 
positions in the region between the binodal and 
spinodal boundaries, and in particular close to the 
binodal, strongly suggest that an homogeneous 
nucleation mechanism is operative. This is 

followed by volume diffusion controlled growth of 
the droplets. Hammel found good quantitative 
agreement between the experimental nucleation 
rates and classical theory. However, further 
quantitative tests of theory have been hampered 
by the lack of accurate thermodynamic data. 
Other work, outside glass forming systems, has 
shown that quantitatively the classical nucleation 
theory is lacking. 

For temperatures and compositions well below 
the spinodal boundary the evidence in favour of a 
spinodal decomposition mechanism, in the early 
stages of separation, is accumulating. In much of 
the earlier small-angle X-ray scattering work the 
specimens studied had already separated to a large 
extent during quenching from above the misci- 
bility gap, prior to isothermal holding below the 
spinodal. Consequently, the very early stages of 
separation were not observed. However, decom- 
position of the most rapidly quenched samples 
showed disagreement with Cahn's linearized 
theory. Recent theoretical work has demonstrated 
that this disagreement may be attributed to 
neglect of various non-linear terms in the formu- 
lation and also neglect of random thermal fluctua- 
tions. The inclusion of thermal fluctuations in the 
theory appears particularly promising in recon- 
ciling theory and experiment. Future theoretical 
analysis will need to take into account both the 
non-linear effects and thermal fluctuations, and 
recent work has been in this direction [103]. On 
the experimental side future work will require 
careful choice of systems and rapid quenching 
techniques, perhaps including splat quenching and 
vapour deposition, to ensure that no significant 
separation occurs prior to isothermal holding. 

In spite of the recent SAXS evidence in support 
of a spinodal decomposition mechanism certain 
reservations remain. Thus the impressive electron 
microscopy of Seward et  al. [59] on BaO-SiO2 
glasses suggests that nucleation and growth may be 
occurring for a composition within the spinodal 
region. One problem, however, with the electron 
microscopy of very fine scale phase separation is 
that it can be difficult to decide whether very fine 
dots of < 5 0 A  diameter are really discrete 
particles with relatively sharp interfaces or are 
more gradual compositional fluctuations. Further- 
more, morphological observations, even when 
recorded as a function of time can be of limited 
value in deciding the mechanism, particularly if 
the holding temperature is not far below the 
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spinodal [43]. In this case fluctuations rapidly 
sharpen and begin to coarsen and the process is 
not easily distinguished from a nucleation and 
growth process. 

It is now clear that high interconnectivity in the 
later stages of separation is not a sufficient 
criterion for spinodal decomposition but may arise 
also from nucleation and intersecting growth. 

As yet a possibility which cannot be discounted 
is that the effective spinodal boundary in some 
systems may be depressed to lower temperatures 
even in the vicinity of the critical point [100]. 
Thus samples quenched from above Te would 
always have to traverse a nucleation region before 
reaching the spinodal and very rapid quenching 
would be required to suppress prior nucleation. 

Another question remains to be answered con- 
cerning the scattering techniques. As pointed out 
by Goldstein [1041 the existence of a maximum 
in the scattered intensity for a given angle with the 
intensity failing to zero at zero scattering angle, as 
predicted by spinodal theory, is also predicted in 
general form by a nucleation and growth 
mechanism with the particles surrounded by a 
diffusion depleted region. Wright [105] has also 
shown that the shape alone of X-ray or neutron 
scattering curves cannot be taken as a sufficient 
criterion for spinodal decomposition. Further 
detailed theoretical investigation of the scattering 
problem for nucleation and growth is still 
required. This question has been discussed recently 
llO6- 1081. 

In conclusion, we feel that there is reasonable 
evidence at present for both spinodat decom- 
position and rmcleation, under the appropriate 
conditions. For the future it is hoped that the 
observations discussed will be reconciled within 
the framework of an unified theory which treats 
spinoda] decomposition and nucleation and 
growth as limiting cases, and includes the "no 
theory" region in the vicinity of the spinodal, as 
suggested by Hilliard [43] and Cook [51]. Experi- 
mentally there is scope for further refined 
scattering studies in close conjunction with high 
resolution electron microscopy of replicas and thin 
sections in order to answer the outstanding 
questions. 

4. Effect of phase separation on 
crystallization and on glass properties 

One area which is not fully understood is the 
relationship between liquid-phase separation in 
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glasses and crystal nucleation and growth. It is well 
known from phase-diagram data that prior phase 
separation can influence the course of crystalliz- 
ation in a system. Thus liquid unmixing may pro- 
duce two compositions one of which is more 
prone to crystallize than the initial unseparated 
glass [109, 110]. There are other possible effects 
which, as yet, are not well established experi- 
mentally. Thus Cahn [111 ] has shown that in a 
system tending to phase separate the driving force 
for crystallization may be increased or decreased, 
and in some cases crystallization may be thermo- 
dynamically blocked until liquid separation has 
occurred. It has also been suggested that droplet 
interfaces may act as preferred sites for crystal 
nucleation, but apart from the work of Ohlberg et  

al. [112] there is so far littIe evidence in general 
support of this mechanism. These and other 
possible effects have been discussed in detail [9, 
113,114]. 

Following the extenswe work on the 
mechanism and kinetics of phase separation, 
increasing attention has been directed in recent 
years to the effects of phase separation on physical 
and chemical properties. We will give onty an 
outline of these effects (for details see [115-  
141]). Properties that have been studied include 
density [115, 117, 1181, thermal expansion [116, 
117], elastic properties [115-117],  strength 
[126-128],  internal friction [119-122],  electri- 
cal conductivity l119, 123-125] and viscosity 
[78,100, 129-134].  A valuable source of Russian 
data is the "Structure of Glass" series (Volume 8 is 
devoted to phase-separation phenomena [8]). 

Shaw and Uhlmann [115] have analysed the 
variation of density and elastic moduli with com- 
position across a miscibility gap for a number of 
binary glass systems. Nots of density versus com- 
position m wt % have a positive (concave upward) 
curvature across a two phase region. This provides 
a useful method of detecting suspected phase 
separation in certain glass systems. 

The temperature dependence of elastic moduti 
and thermal expansion of soda-silica glasses [ 116t 
were found to be greatly influenced by the 
amount and distribution of phase separation. 
Glasses with two independently interconnected 
phases tended to be more rigid than homogeneous 
glasses with the same nominal composition. The 
properties of glasses having particles dispersed in a 
continuous matrix were determined primarily by 
the continuous phase. 



Phase separation in soda-silica glasses [ 119 ] and 
mixed alkali silicate glasses [120] had little effect 
on the internal friction. This was attributed to the 
short range of the ionic transport processes 
involved in internal friction compared with the 
scale of the separated phases. Mazurin [121], how- 
ever, has reported an internal friction peak in a 
sodium borosilicate composition which may be 
due to separation of the highly viscous continuous 
phase. In contrast the d.c. electrical conductivity, 
which involves the transport of charged ions over 
larger distances can be greatly affected by 
separation. Thus, in general, the conductivity is 
determined by the high conductivity phase if this 
phase is continuous, and by the low conductivity 
phase if the high conductivity phase is discon- 
tinuous. 

The strength of phase-separated glasses as 
measured by modulus of rupture and ball indent- 
ation [126, 127] decreased with increase in the 
scale of separation. However, an initial rise in 
strength has been observed [128] for the very 
early stage of separation when two fine scale inter- 
connected phases are formed. 

A number of recent studies on silicate and 
borosilicate glasses have shown a pronounced 
effect of phase separation on viscosity. The 
viscosity of a separated glass depends, for example, 
on whether the high viscosity phase is continuous 
or discontinuous [129, 130]. Large increases of 
viscosity of up to five orders of magnitude have 
been observed during separation at constant 
temperatures. For a sodium borosilicate com- 
position which separated into two interconnected 
phases the large viscosity increase was attributed 
to the growth in size of the viscous phase during 
the coarsening or rearrangement stage [78]. The 
time dependence of viscosity ("viscosity drift") 
has been used to detect the presence of phase 
separation in glasses [134] and to measure T m -  a 
method which appears to be convenient for 
systems with low temperature miscibility gaps. 

It is interesting to note that the double glass 
transition due to the two phases in a glass has been 
observed in a chalcogenide system [135] using 
heat capacity measurements versus temperature. 
Isotherms of glass transformation temperature 
have been used to determine tie line directions in 
the immiscibility region of the ternary Na20- 
BzO3-SiO2 system [136]. 

Finally, some mention should be made of the 
important property of chemical durability. Work 

on phase separated glasses dates back to the 
pioneering study of Turner and Winks [137] on 
borosilicate glasses, which was folIowed by the 
development of the Vycor process [1381. We 
make no attempt to give a full list of references on 
this subject but offer references [139-141] for 
further details. 

Further fundamental studies of the processes of 
phase separation in glasses and studies of the 
properties of phase separated glasses wilt certainly 
continue to be of great importance to both glass 
and glass-ceramic technologies. 
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